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Where am | coming from?

|srael Inter University Computation
Center

Dual ATM network

— OC-3 primary, E3 backup

Fiber E3 (34Mb/sec) to Europe
— $157K/month

Satellite T3to StarTap in Chicago
— $198K /month
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Satellite 1ssues and QoS

e TCPstreamsarelimited to 936kb/sec

— Internet-2 applications affected

— RFC2488 - Enhancing TCP Over Satellite

Channels using Standard M echanisms
e PathMTU - RFC1191
e Largewindows- RFC1323 (default is 64K B)

« Largesocket buffers- bandwidth*delay = 45M b*600ms =
3.3Mbytes

. TCP Selective Ack (SACK) - RFC2018

e UDP unaffected



Satellite 1ssues and QoS

 Thruput =window size/ RTT
— 64K /560ms = 117,027 bytes/sec (936kb/sec)
e 64K Ismaximum default - W98 is 8K
— 1M / 30ms = 33Mb/sec (Abilene TCP limit?)

 Enabling High Performance Data

Transfers

— http://www.psc.edu/networ king/perf_tune.html
— unableto get researchersto tunether TCP stacks



Satellite black box testing

 Initial benchmark testing performed in
April 1999 at Intelsat lab

— Flash Networks (I sraeli) and Mentat (USA)

— resultslocated at: www.internet-2.org.il/satellite-testing.html
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Satellite results
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Mentat SkyX

 Only affectsTCP - UDP and ICMP Is
bypassed (aswell as | psec)

— reguires routing

 Intercepts TCP connections and replaces
It over satellite with “ SkyX protocol”
— usesNACK Storequest again lost data packets
— unlimited window size
— no slow start over satellitelink
— streamlined TCP handshake on initial connection
— TCP rate control over satellite link



NASA testing

e OC-3testinginalab
e Detailslocated at:
http://www.mentat.com/skyx/skyx-nasa.htmil



NASA tests of SkyX - #1

SkyX and TCP Throughput vs. BER
satellite Conditions: RTT = 340 ms
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NASA tests of SkyX - #2

skyX and TCP Throughput vs. BER
WAN Conditions: RETT = 70 ms
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NASA tests of SkyX - #3
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|sraell Mentat results (Jan 2000)

e 30M b/sec pipe, iperf to U of Oregon

e No SkyX (560msRTT)
— 8Kbyte TCP window- 118kbit/sec
— 64K byte TCP window - 646kDbit/sec
— 500K byte TCP window - 2.9M bit/sec

e With SkyX (560msRTT)
— 8Kbyte TCP window - 19.5M bit/sec
— 64K byte TCP window - 18.0M bit/sec
— 500K byte TCP window - 18.5M bit/sec



GigaPOP Design for Differentiated Services
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Visible Human project

e Sharing “Visible Human” datafiles
— NASA & National Library of Medicine

— Sapporo Medical University in Japan
e http://www.nlm.nih.gov/resear ch/visible/getting_data.html



Datasize for Visible Human

e Anatomical and CT databases

— 3742 maleimages @ /.5M B = 28GB
e doneat 1mm intervals

— 6871 femaleimages @ 7.5MB = 51GB
e doneat .33mm intervals



Remote Astronomy

e Mt Wilson 24" telescope
— NASA
— Soka High School in Japan
— Jefferson High School in Maryland
— University of Maryland



US-Japan topology
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M entat

e http://www.mentat.com
e Email: DC Palter - dc@mentat.com



How much do you pay for
bandwidth?

e T1-$1500-$2000/month
e T3-%$28,500-$37,500/month

 How much of your bandwidth isused by
Usenet news?

— 500,000 articles/day, 100GB/day, 12M b/sec
24X (



What Is using your bandwidth?

 How much of your trafficisstandard
port=80 web traffic?

* 56% of my incoming traffic isport=80



Cidera

e Used to be known as Skycache

e Data broadcasting at 45M b/sec

o Uses GE-4 satellite over North America
(ku-band)
—requires 1.2 meter dish

— dlightly larger dish needed in Alaska (1.9
meter)

« Maintains 3 uplinksvia 7.6 meter dishes
in Laurel, MD




GE-4 coverage




Cidera services

e Usenet news
* \WWeb caching

e Streaming media
— multicast aswell as unicast

— Windows M edia Player, RealPlayer or Apple
Quicktime



How much does It cost?

 For 8M b/sec web cache: $350/month

e For 12Mb/sec Usenet news feed:
$500/month

e Usenet and caching: $650/month
e $1000 install per site



How Cidera caching works

e Predictive caching

— pre-populating the cache with well known
popular siteslike Yahoo, CNN, ESPN

— can’'t handlethingslike Mars Pathfinder
event

e Reactive caching
— analyzing “ miss streams’

— 3 misses wor ldwide and Cidera prefetches
the page



How does Cidera news work?

e Gold ($650/month)

— 120GB/day, plus 10 minute delayed
terrestrial feed

e picksup lost articles

o Slver ($500/month)

— 120GB/day, no delayed feed

— dlow news servers may drop articles
* Bronze ($350/month)

— full text articles
— 256K Byte limit to objects



How Cidera works

%

Chieia Sedibie o~ )
Tiassraied i

Internet




How much does caching save

o http://www.intel.com/networ k/tools/cache 1500 bwcalc.htm

— 45 M b/sec bandwidth

— Bandwidth cost: $577 per Mbps/month
e $26K/month for T3

— 50% of traffic isftp/nttp
— cache hit rate of 50%
— Savings. $78K /yr or 6.5Mbps



Cidera

e http://www.cidera.com

e E-mail: Tasha Museles
tasha@cider a.com



Cidera competitors - IBeam

e |Beam - http://www.ibeam.com

e Bucknell University using iBeam to offset
Napster use

— using Launch.com service



| Pplanet

Uses DVB - Digital Video Broadcast

— originally intended for video and audio
broadcasting

— NOW supportsdata services
—worksover C-band (aswell as ku-band)



Dynamic Banawidth Allocation

e Best viewed with an example:
— A total of up to 8Mbps bandwidth available
— Central router hasup to 2Mbps

— 4 campuses, each has 2M bps available 8am-8pm,
1M bps available 8pm-8am

— 3 smaller campuses, each has 1M bps available 8am-
8pm, 2M bps available 8pm-8am

— 10 Free Service POPs, all receive " best effort”
bandwidth up to 512K bps each
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| Pplanet

o http://www.ipplanet.net

e Email: Yoss Barkan
yossi.barkan@ipplanet.net



Summary

o Satellite networking is being outpaced by
fiber
— OC-12 not available by satellite, let alone
OC-48

— pricing not able to compete with fiber over
the past 12 months

o Satellite networking isexcellent for data
broadcasting

— very cheap deals available



Contact Info

e Hank Nussbacher
 hank@att.net.il
e | answer all email!



